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NATIONAL BUREAU OF STANDARDS

The National Bureau of Standards' was established by an act of Congress March 3, 1741,
The Bureau's overali goat is to strengthen and advance the Nation's science and technology
and facilitate their effective application for public benefit. To this end, the Burcau conducts
research and provides: (1) a basis for the Nation's physical measurement system, (2) scientific
and technotogicat services for industry and goveennient, (3} a technicat basis for equity in trade,
and (4) technical services to promote public safety, The Bureau consists of the Institute for
Basic Standards, the Institute for Materials Research, the Institute for Applied Technology,
the Institute for Computer Sciences and Technology, and the Office for Imormation Programs.

THE INSTITUTE FOR BASIC STANDARDS provides the centeal basis within the United
States of a4 complete and consistent system of physical measurement: coordinates that system
with’ measurement systems of other nations: and furnishes essential services leading to accurate
and uniform physical measurements throughout the Nation's scientific ‘community, industry,
and comnierce. The Institute consists of a Center for Radiation Rescarch, an Office of Meas-
urement Services and the following divisions:

Aoplied Mathematics — Electricity ~— Mechanics — Heat — Optical Physics — Nuclear

Scieaces ' — Applied Radiation® — Quantum Electronics * — Eleclromagnetics * — Time

and Frequency ' — Laboratory Astrophysics * — Cryogenics .

THE INSTITUTE FOR MATERIALS RESEARCH conducts materials research leading to
improved methods of measurement, standards, and data on the properties of well-characierized
materials needed by industry. commerce, educational institutions, and Government; provides
advisory and research services to other Government agencies; and develops. produces, and
distributes standard reference materials. The Institute consists of the Office of Standard
Reference Materials and the followins, divisions: .

Analytical Chemistry — Polymers — Metallurgy — Inorganic Materials — Reactor

Radiation — Physical Chemistry.

"

THE INSTITUTE FOR APPLIED TECHNOLOGY provides technical. services to promote
the use of available technology and to facilitate technological innovation in industry and
Government; cooperates with public and private organizations leading to the development of

“technological standards (including mandatory safety standards), codes and methods of test:

and provides technical advice and services to Government agencies upon request. The Institute

consists of a Center for Building Technology and the followi..g divisions and offices:
Engineering and Product Standards — Weights and Measures — fnvention and Innova-
tion — Product Evaluation Technology — Electronic Technology — Technical Analysis
-~ Measurement Engincering — Structures, Materials, and Life Safety ' — Building
Environment * — Technical Evaluation and Application* — Fir¢ “{¢-hnology.

THE INSTITUTE FOR COMPUTER SCIENCES AND TECHNOLOGY conducts research
and provides technical services designed to aid Government agencics in improving cost effec-
fiveness in the conduct of their programs through the selection. acquisition, and effective
utilization of automatic data processing equipment; and serves as the principal focus within
the executive branch for tiie developmeni of Federal standards for automatic data processing
equipment, techniques, and computer languages. The Institute consists of the following
divisions: :

Computer Services -— Systems and Software — Computesr Systems Engineering -—— Informa-

tion Technology.

THE OFFICE FOR INFORMATION PROGRAMS promotes optimum dissemination and
accessibility of scientific information generated within NBS and other agencies of the Federal
Government; promoles the development of the National Standard Reference Data Systemy and
a systemn of information analysis centers dealing with the broader aspects of the National
Measurement System: provides appropriate services to ensure that the NBS staff has optimum
accessibitity to the scienlif. information of the world. The Office consists of the following
organizational units:

Office of Standard Reference Data — Office of Information Activitics — Oftice of Technical
Publications — Libracy — Office of International Relations.

U Headquariers and Laboratories at Gaithersburg, Maryland. unless otherwise noted; mailing address
Washington, D.C. 20234,

3 Part of the Center for Radiation Research,

! Located at Bouldsr, Colorado 80302,

¢ Parl of the Center for Building Technology.



ED 092162

O

ERIC

Aruitoxt provided by Eic:

Network Management Survey

Ira W. Cotton

Computer Systems Engineering Division

Institute for Computer Sciences and Technology
National Bureau of Standards
Washington, D.C. 20234

Spansored by the

National Science Foundation
18th and G Street, N.W.
Washington, D.C. 20350

U5 DEPARTMENT OF HEALTH
EDUCAT.CN A WELFARE
NATIONALINSTITUTE OF

EQUCATION
e LWL OWENT MO BLE® WEPRO
DL S FAACT - A% REIE T FRGH
T PEISON 3
T

Issued February 1974

U.S. DEPARTMENT OF COMMERCE, Frederick 8. Dent, Secretary
NATIONAL BUREAU OF STANDARDS, Richard W. Roberts, Director



National Bureau of Standards Technical Note 805
Nat. Bur, Stand, (U.S.), Tech. Note 803, 91 pages (Feb, 1974)

CODEN: NBTNAE

U.S. GOYERNMENT PRINTING OFFICE
- : WASIHINGTON: 1974

For sale l;)' the Superintendent of Documents, US. Government Printing Oftice, Washington, D.C. 20402
(Order by SD Catalog No. C13.16:805). P'rice $1.20

ERIC

Aruitoxt provided by Eic:



Forewvord

This report Is cne of a serles of publlcatlons
produced by the Instltute for Computer Sclences and
Technology, Natlonal Bureau of Standards, under Grant
AG-350 from the Natlonal Sclience Foundation,

Thls grant supports a broad program of Investlgatlon
Into the foundations of computer networking In support of
sclentlflc and related educatlional efforts,
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A. J. Neumann
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This report presents the results of a study of management
practices In dlfferent computer networks. Flve networks
vere chosen as typlcal of different approaches to network
Implementation and management: Defense Advanced 'Research
ProJects Agency (ARPA) Network, MERIT Network, Triangle
Unlversities Computation Center (TUCC), Oregon State
Reglonal Network and Tymnet, a commerclal network, A
common format Is employed to survey each network. While
the report Is not Intended to be prescriptive, some
emplrlical observations are presented for each toplc
covered,

Key words: Computer network; management;
networks network management

Introductlon

This report on managemant practlices In di fferent computer
networks presents some of the results of a study conducted
by the Institute for Computer Sclences and Technology,
Natlonal Bureau of Standards, for the Natlonal Sclence
Foundation in support of the "Networking for Science"
program. The approach to management taken In thls report
Is positive (i.e., reporting on current practlces as they
exist); the normative or prescriptlve approach Is taken in
a separate report as indicated in the foreword.

Thls survey is meant to be represcntative and illustrative
rather than exhaustlve or concluslive., The networks
covered vere chosen to be typlcal of different approaches
to netvork implementatjon and management.,

The ARPA network Is a large distributed network of
autonomous, heterogeneous comptiter systems, It has
focused on the development of network technology and
resource-sharing technlques, rather than organlzatjonal
problems,
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MERIT 1s a controlled experiment in networking on a
regional basis with heterogeneous computer systems,
Conslderable attention has been focused during the
network’s development on the organizational problems,

JUCC s another regional network, but with homogenecus
computers and a larger number of participating
Institutions. TUCC has aiso given considerable
attention to organizational Issues,

The Oregon State network Is representative of many
centralized or Y“star® netvorks serving a reglional
cllientele.

TYMNET Is the only commercial network included In the
study. It was deslred to include a profit-seeking
network In the study, so as to be able to compare
managerlal practices {n non-competitive environments
wlth actual business practices., (Of course, . fthe
inclusion of TYMNET In this study In no way implies
endorsement of thls network).

Information for thls report was gathered from primary and
secondary literature sources, from telephone and on-site
Interviews, and by iterative reviev of this document by
representatives of the networks covered. In some cases$
the Information presented here vill already be out of date
by the time this report Is published, so rapldly are these
netwvorks developing.

A common format was employed for presenting the details of
each network. The table of contents which follows Is an
outline for each of the five surveys which follow It,
Network archlitecture is separated from network management,
and the latter s broken down into a number of dilfferent
functional areas. This approach was adopted to permit
easy comparison of speclfic managerial concerns from
network to network. Some empirical observations from such
comparlisons are presented In a concluding section vhich
follows the same format as each of the reports,

Some comments are probably In order regarding the use of
the term Ysuccessful® with reference to the networks
surveyed, In the author’s view, success is measured by
the satisfaction and acceptance of the network and lts
facilities by Its users., This should translate to the
continued existence of the network, and In most cases to
growth. Used in this sense, the term transcends mere
technical accomplishments. A network which performs

2
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adequately in the technical sense but vhich falls to
satisfy user needs can not be considered successful,

Table 1. Organization of Each Survey

I. Introduction

II. Network ldentification and General Description
A, Sponsoring Organization
B. Purpose/mission of Network
C. Status and Topology
D. Technology Summary
E. Future Plans

IIl. Network Organization

A. Structure and Extent

B. Functions Per formed
1. Plannlng
2.. Installation
3. Operations. S
4, User Services :

C. Interfaces (relationships with other organizations)

IV, Financial and Legal Concerns
A. Capitaljzation o
B. Accounting
C. Regulation
0. Securlty

V. Conclusi ns
A. Summary of Problems
B. Lessons Learned

Annexes
A. Bibllocraphy
B. Special Vocabulary




ARPA Network

I. Introduction

The ARPA Network is characteristic of large
decentralized networks of autonomous computer systems.
Its continued successful operation has been widely
publicized In the professional literature and trade
press, and has demonstrated the technical feasibility

of

packet-switching for large networks.

{I. Network Identlficaticn and General Description

N

B

Sponsoring Urganization

The network ls sponsored by the Defense Advanced
Research Projects Agency (ARPA), an agency of the
Department of Defense concerned with research and
development In areas of advanced technology.

Purpose/mission of Network .
The ARPA Network was begun as a research effort to
investigate nultiple computer resource sharing and
to demcnstrate the feasiblility of packet switching
technology.

The network currently supports many ARPA-sponsored
research programs by providing access to resources
not avallable locally.

Status and Topology

The network has .cen operational since mid-1971,
Figures 1 and 2 tllustrate respectively the recent
geogr aphy and topology of the network . The
network currentiy includes over 30 sites with over
L0 Independent computer systems connected.,

Retiability of the various network components
varies wlidely., Currently the communications subnet
of Interface Message Processors (IMPs) and clircults
nas extremely high reliability, with only
occasional ocutages for partlcular IMPs or circults,
Since nost nodes are ccnnected to at least two
other nodes, the outage of a single clrcult does
not disturb network operation. The service sjtes
are generally less reliable than the subnet,
although the statistics vary widely from site to
site,
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Network Management Survey ARPA Network

D. Technology Summary

The ARPA Network may be characterized as a
distributed store-and-forwvard netwvork of
heterogeneous computer systems (hosts). Hosts are
connected to the communjcations subnet by means of
a software interface called the Network Control
Program (NCP) and a hardware interface which may
have the characteristics of either a channel or a
communications line. Each host [s connected to a
switching center In the subnet called an Interface

. Message Processor (IMP) which contalns an augmented

- “"-Honeywell 516 or 316 computer; up to four

Independent hosts may be connected to the same IMP.
Each IMP Is connected to two or more nelghboring
ItPs by means of dedicated 50kb communications
llnes. Host to host messages are passed from the
sending host to its IMP, where they are broken into
packets and relayed to thelr destination by the
subnetwork of IMPs and communications lines., The
routing is adaptives i.e., the route of any given
packet Is not established In advance and In general
the several packets of a message may follow
different routes. The destination IMP will
reassemble the message and deliver jt to the proper
host . ‘

Protocols In the network are constructed accordlng
to a layered approach. The lowvest level protocol
I's a bilnary synchronous communications protocol
governing trafflic exchange between [MPs, The
so-called Yfirst levelY prctocol governs the
logical exchange of Information between host and
IMP. The "second level® protocol governs the
loglcal exchange of Informatlon between Network
Control Programs In communicating hosts. The
“third levelY of protocol refers to any

communi catlions occuring between processes {n the
host machines. Such third level protocols include
the Initial Connection Protocol (ICP), data
transfer protocol, flle transfer protocol, remote
Job entry protocol, graphics protocol, and others.

A special third level protocol called TELNET
defines a network virtual terminal and permits all
terminals on the ne‘work to provide a similar
interface to processes in a separate host computer
system, A special IMP vhich Is augmented by the
addition of memory and a multiline controller (a

7




Netvork Management Survey ARPA Network

specially designed component contalning central
loolic and line interface units) can provide direct
network access to terminals without going through a
separate host computer system by providing the
TELNET funection Itself. Such an IMP Is called a
Terminal IM2, or TIP.

Future Plans

The ARPA network continues to grow at a rate of
about one site per month. It has been extended
into Hevall and Europe via satellite links.
Network traffic has been growing at an expcnentijal

rate for some time., The maln technical work

includes redesign of the present IMPs, development
of mini-computer front ends to [MPs for remote Job
entry and private line interfaces, and the
continued refinement of the protocols.
Organizationally, the network Is turning Its
attention to improving resource-sharing facllities.

Il1l. Network Organization

A.

Structure and Extent

Figure 3 fllustrates the present organlzational
structure for the network,

The Advanced Research ProJjects Agency {(ARPA) of the
Department of Defense inltially concejved and
funded the network, and presently directs its
operation through the Information Processing
Techniques Directorate. ARPA s not a larce
agency, serving primarily as a granting agency, and
only several people spend thelr full time on
network activities.

ARPA has turned over the day-to-day operatlion of
the communications network to the USAF Range
Measurements Laboratory (RML) at Patrick AfFB in
Florida. RML will serve as the procurement agent
for IMPs and malntenance services and as the
central llalson polnt for the Defense Commerclal
Communlications Office and the common carriers (see
below, [11I-B-1), Bolt Beranek and Newman, Network
Analysis Corporation, and prospective new users.

Bolt Beranek and Newman (BBN) of Cambridge, :
Massachusetts, |Is the primary ARPA contractor In

8
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NGC |
T — USER SITES
NAC — “|" A |
NN — il | NETWORK FACILITATORS”
e — / MITRE CORPORATION
|
L PROSPECTIVE USERS

BBN- Bolt Beranek & Newman

ATT- American Telephone & Telegraph

NAC- Network Analysis Corporation

NMC- Network Measurement Center (at UCLA)

NIC- Network Information Center (at SRI)

NEC- Ketwork Control Center {at BBN)

RML- Range Measurements Laboratory (Patrick AFB)

Figure 3. Present Organizational Structure for Operation of the ARPA Network
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the development and operatlon of the network. BBN
designed and constructed the IMPs and TIPs which
comprise the subnet, vwrote the software for these
processors, and participated In the specl ficatlon
of the network protocois., B8BN currently oversees
all network modl fications, dealing, through RML,
vith the B8ell System for the wideband clircults, and
vith Honeywell Information Systems for the
procurement of H-516 and H-316 processors for
Inclusion In the IMPs and TiPs. BBN also operates
a Network Control Center (NCC) which monitors the
operation of the network on a round-the-clock basls
and whilch alds In the diagnosis of fallures and
Inltlates and coordinates malntenance efforts.

Honeywell Information Systems Is an OEM supplier of
basic H-316 and H-516 processors, from which BBN
fabricates the IMPs and TIPs. Honeywell fleld
englneers also assist In the Installation of the
IMPs- and TIPs, and are responsible for malntenance.

Network Analysis Corporation (NAC), Glen Ccove,
N.Y., serves as an ARPA contractor for analytical
studies to determine the optimum topology of the
network and select the topology actually used,

The Network Measurement Center (NMC) {s an
ARPA-supported research group at the University of
Callfornia (Los Angeles) whlch performs
measurements and investlgates the performance of
the netvork.

The Network Informatlion Center (NIC) at Stanford
Research Institute provides a reference center
serving to recelve, record, Index, and transmit,
online and offline, Information produced by and
about the Network., To do this It designs
Information-handiing tools for dialogue and
record-handling. The NIC currently operates a
POP-10 TENEX system which Is used both for
development and network services, However, it Is
planned to separate the development activitles from
the service functions through an arrangement with
Tymshare, Inc. The involvement with Tymshare is
strictly on a "facilitles management" basls., That
is, Tymshare will operate a computer system

virtually ifdentical to the one at the NIC, to

provide reliable Tenex, NLS, and Journal service to
NIC users and other selected customers. The NIC

10
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staff will remaln at SRI, as will the
responsibility for further developments In these
areas,

Approximately 18 hosts may be class|fled as
research sites., These sltes perform research in a
number of areas under ARPA contracts and utilize
the network in support of thelr research.

Six sltes are classifled as service sites? UCLA
(360/91), SRI (NIC), UCSB (360G/75), BBN (PDP-10),
USC-ISI (POP-10) and MIT (MULTICS). Some of these
sites offer services to the netvork community on a
fee basisi others are subsidized by ARPA.

The remaining sites are users, although intersite
arrangements are often made for the sharing of
resources. Almost all of the sites make some of
thelr resources available, but not all guarantee to
Interact as a service organizatlon., Each site has
a Technlcal Liaison to answer technical questions,
and a Station Agent to handle questlons concerning
administrative, documentation, and simllar
qggstlons regardling the network .resources and the
NIC.

The "network facllitators* were an Informal

commj tee of experienced users who proselytized and
attempted to solve network problems for users,

This group was In exlistence for about a year, after
which 1t disappeared., The performance of this type
of function has since been delegated to a group at
the Mitre Corporatlon under contract to ARPA.

Mitre publishes a netvork newsletter, responds to
user inquirfes and provides various kinds of
assistance. 4 '

Other groups that are in a sense “network
factlitators" are these spectal and general
interest groups:?

ANTS Support Group

ARPANET Satelljte System

Computer Based Instructlion Group

Flle Transfer Protocol Interest Group
Imlac Interest Group

International Network Working Group
International Packet Network Working Group
Network Assoclates Group

11
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Network Graphlcs Group

Network Information Center

Network Llalson Group

Network Measurement Group

Network Statlon Agent Group

Network Working Group Steering Committee
Principal Investigators

Packet Radio Group
Remote Job Entry
Speech Understanding Research Group
TIP Users Group

TNLS User Group

TENEX Users Group

h Y

B. Functions Performed
te Planning

Network growth is controlled by the sponsoring
agency, ARPA, However, Karp (1973) indlicates
that the first 15 sites were ARPA research
facllitles selected for their expertise {n
softvare and system design rather than for the
computer resources they could provide,
Subsequent sites have provided both additional
resources and users of these resources. There
does not appear to be any fixed or published
policy for determining what sjtes are to be
added., Network growvth is presently limited by
the rate at which Honeywell and BBN can supply
IMPs (about 1 per month).

When a nev site Is selected, Network Analysis
Corporation determines for ARPA the new topology
for the subnet. The network topology !ls not
optimized each time a node Is added, since that
might entall too costly and disruptive
alteratlions of existing clrcuits, but the new
node |s added In as cost-effectlve a means as
possible., Occasionally, more extensive changes
are made to the network topology as needs
varrant, The planning function is thus
centrallzed and supported by appropriate
analysis, ‘

All hardware procurement for the network is
controlled by ARPAs the Indlvidual sites are not
Involved. ARPA places orders (through RML) for
IMPs and TIPs with BBN. Communications clrcults

12
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3.

are ordered through the Defense Commercial
Communications Office (DECCO) which deals with
the various common carriers. As explained
below, In practice BBN coordinates circuit
installation with the carrijers.

Installation

Each site which is added to the network Is
responsible for fabricating the interface to the
IMP or TIP and for coding a network control
program (NCP). Speciflcations for each are
avallable from Bolt Beranek and Newman. The
host organization is also responsible for site
preparation (floor space, power, air
conditioning, etc.) for the IMP, which will
reside at the host‘s own location.

Bolt Beranek and Newman coordinates IMP
Installation through the Network Control Center,
The normal Iinstallation team consists of a BBN
representative, the person from the local
Honeywell office who vill maintain the machine,
possibly an additional person from the main
Honeywell offlice, and telephone company
personnel.

Operatlons

The local host organization Is responsible for
malntenance of Its host processor, NCP and IMP
interface. The local Honeywell office will
maintaln the IMP itself. AT&T Long Lines
Division is responsible for maintenance of the
modems and communicatjons circuits,

fFor dlagnostic and control purposes, BBN
operates a special host system In Cambrldge,
Massachusetts, which Is called the Network
Control Center. The NCC regularly recelves
status reports from all the IMPs in the netvork
regarding the operatlonal status of their
communicatlon circuits and thelr nelghbouring
IMPs. Speclial programmable debugging and fault
isolation procedures (such as looping llnes back
into the same IMP) may be Initlated remotely
from the NCC, Fault jsolation may or may not
require the assistance of local host personnel.

13
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The maintenance function, which may Involve
several organlzations including the Bell System,
Honeywell, B8BN and the local host, appears
complicated, but is handled efficlently’t., The
Network Control Center Is very effective In

dl agnosing fallures and coordinating maintenance
among the varlous groups involved.

The division of responsibllity for software is
similar to that for hardware. All IMP software
Is controlled by BBN and is currently loaded via
the network itself, Host organizations are
forbldden to modify the software Iin thelr IMPs.

functional protocols are specifled by committees
of host, ARPA and contractor personnel, - At the
lover levels these are fairly well agreed upon
and debugged, and hosts agree to ablde by them.
At the higher levels, the protocols are still
evolving, and subsets of hosts often experiment
vith variants among themselves,

At the present time, all of the lower level
protocols are sufficiently well defined and
debugged as to be of little or no concern tc the
average user, The higher level protocols, or
more preclsely, the lack of generally accepted
and debugged higher level protocols (for
example, remote Job entry) have and contlinue to
be a major hindrance to increased network
utilization., However, these problems are
recognized and nev and improved protocols are
being constructed and tested by various
contractors,

4, User Servlcés

Users at one site seeking to utilize resources
at another site are requlred to be familiar vith
the characteristics (log-on procedures,
operating system commands, program conventions,
etc.) of that site. Documentation is, in
general, provided by the serving site according
to its ovn conventions. Several organlzations
do ex{st, however, to help users access remote
resources., .

The Network Facilitators Group was an informal
committee of experienced personnel at varlous
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sites around the country who organized to
promote network utilization. This informal
group has since been replaced by a group at the
Mitre Corporatlion who have an ARPA contract to
assist network users.

The Network Information Center s operated by
Stanford Research Instlitute to facllltate the
collectlon and dlssemination of data produced by
and about the Network. The NIC malntalns online
flles of data about the Sites and people on the
Netwvork, malntains online tools for access to
the data, and produces offline notebooks,
Indexes and dlrectories of the data for use by
the Network and other networking agences. The
NIC also functlions to reproduce, catalog, index
and distribute online and hardcopy documents as
requested by Network Sites in the process of
bullding and using the Network.

The user support functlion Is probably the least
vell-provided functlon in the ARPA network. The
quality of documentatlion and the general

aval lablility of assistance from sites varles
tremendously from site to site. The network
facillitators helped at selected user sites, but
because of the informallty of thelr organization
and because they were not located at all sltes
they were not a general solutlion, Mlitre has
been at work on thelr user assistance task for
too brief a period to be evaluated. The NIC has
not provided a general solutlon to the
documentation problem, since they do not attempt
to distribute all the documentation needed to
run at a particular site nor to enforce any
documentation standards.

C. Interfaces (relationships with other organizations)

The question of the ARPA network’s future status
has yet to be settled. The network |s a closed
community, avallable only to governmental agencies
and their contractors, but the network has been
connected for demonstration purposes to other
(commercial) networks (e.g., TYMNET). The ARPA
network Is presently functloning as a marketplace
for the sale of computer time to the network
communi tye.
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ARPA has Indicated on several occasions that |t
doés not Intend to operate the network indefinitely
and has already turned over daily operation to
another governmental organization (RML). Varlous
options for converting the network to commercial
operation have been considered, but none have been
considered feasible. It remalns to be seen vhat
the future of the network wil) be. '

In another veln, the technology developed for the
netvork has already recelved ccmmerclal attention.
Several companles have flled applications with the
Federal Communlcations Commission to set up and
operate similar networks as common carrfers (in
some cases, using basic communications clrcults
provided by other common carriers in a so-called
"value-added" conflguration).

Finally, ARPA does seem interested In investlgating
the means and the difficulties of connecting to
other networks. Many members of the ARPANET
community participate in the International Network
Working Group, orlglnally an ARPA-sponsored
Initliative which Is now a working group under IFIP
with International participation. The purpose of
the group Is to develop Inter-network protocols and
to mount some International experiments.

Iv. Financial and Legal Concerns

A.

B.

Capltalization

The network was funded by ARPA, so capltallization
Ils provided through research grants. ARPA
continues to subsidlze the subnet communications .
clrcults, Each of the IMPs and TlPs was elther -
pald for by ARPA or the participating host
organization. In general, some of the early sites
were ARPA contractors, and so had thelr IMPs
provided, while many of the newer sites are users
vho are paylng for thelr ovn.

Accounting

Particlpation In the netvork requires access to the

communl catlons subnet and access to indlvidual
hosts on the network. IMPs and TIPs are available
for a fixed fee frum ARPA, which obtalns them from
BBN. Monthly malntenance charges must be pald
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C.

D.

after the first year of operation.. Communications
charges are assessed by ARPA according to usage?! a
base fee plus a varlable fee for traffic above a
given minimum, In fact, most netwvork participants
have been supported by ARPA In one way or another,
and communications costs continue to be subsidized.

Accounting for resources at the host sites Is done
by each of the hosts concerned. €Each user wvho
desjres to utilize remote resources must open an
account at the appropriate site. The friendllness
of sites to external users varles consjiderably, as
do billing rates, Bjlling procedures vary videly
(some sites have been knovnh to close an account
wvhen It ran out of funds without notifying the
user) and require using sites to deal with many
vendors, The overall situation Is recognized to be
less than satisfactory, and a committee of
princlpal Investigators Is currently trying to
develop a netvork-wide accounting scheme,

Regulatlon

No commerclal users or non-research commercial
servers are currently permitted on the network., As
a research activity sponsored by the Department of
Defense, the network Is not subject to regulation
by other government agencles (e.g., the FCC}.

The vwldeband communications circults used In the
subnet are leased by ARPA through the Defense
Department at bulk (TELPAK D) rates. These rates
represent considerable economies of scale for large
data communications users.

Securlty

The communications subnet witl Insure that messages
are delivered to the proper host. The ;
non-deterministic routing of the individual packets
of a message could be vieved as providing some
degree of security to the subnet. At that point It
[s the responslibility of the host to Insure
delivery to the proper user. There Is no checkling
on the origin of messages to insure that they agree
with the identification glven In a log-on sequence.

File security is the reSpénslbIIlty of the
indlvidual hosts, Log-on procedures, keyword

17



Network Management Survey ARPA Network

aécess and the like are among the procedures
employed by the various hosts as protective
mechanisms.

V. Conclusions
A. Summary of Problems

Start-up Requlrements - Fabrication of the IMP
interface and coding of the Network Control Program
have been major obstacles to new hosts Joining the
network. BBN has fabricated some interfaces, but
prefers not to do so. This problem Is expected to
continue, as the character of sites Jolniny the
netvork changes from researcher to user_, However,
a mitigating factor may be the inventory of
interfaces and NCPs which have already been
constructed,

Cost - The question of cost Is growing in
importance as the network operation ls examlned by
potential commercial suppliers and as the full
costs become known., Publlished documentation on
costs have thus far dealtr malnly with the

communi cations subnet. Even here, the costs may be
distorted because published fligures are derlved
from loading factors which have never been realized
(although traffic has been growlng at an
exponential rate). Also, the cost of network
access (an IMP or TIP) remalns high (though lowver
cost replacements are currently under development),
However, the most signiflicant concern Is that the
cost of the subnet may not be the major network
cost. Recent studles have shown that the overhead
assoclated with the NCP may be substantially larger
than was previously believed, Additional cost
studies are indicated, as well as a reevaluation of
the current protocol strategy with a viev to
reducing overhead.

Reliabl1lity - In contrast to the now high
relfability of the subnet, the host sites, at which
the real work Is done, vary videly In reljablility,

Heterogeneity - While some facllitlies (such as
TELNET, network mail and flle transfer protocol)
have been provided to permit common operation on
hosts of dlfferent types, the problem has not been
solved in general., Executive level commands are
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all different for dilfferent machines, text editors
are different, log-on procedures are different,
etc. This |s a difficulty which networks have only
exacerbated by making additional systems avallable
to potential users.

User Services - The need for readable, accurate,
complete and avallable documentation cannot be
stressed too much. Of equal Importance, however,
Is the occasional need for hand-holding. On-line
tutorf als may provide some rellef, but personal
assistance by knowledgable and frlendly personnel
vill never be completely replaced by documentation.
The current level of these services on the ARPA
netwvorhk leaves room for Improvement,

Protocels - Lack of particular protocols such as
graphics and remote Job entry has cut off potential
usage In some cases. This problem will be resolved
as these protocols become better developed and are
made generally available,

B. Lessons Learned

In falirness, it must be recognized that the ARPA
netwvork began as an experiment In networking among
research-oriented sites. It has achleved Its
obJjective of demonstrating the feaslibility of the
packet-svwitching approach, Large numbers of users
depend on the netwvork nov for thejlr day-to-day
vork., Many of the problem$s which have been
identifled have arlsen as the netweork matured and
the complexion of Its particlpants changed from
research-oriented to usage-orjented.

In general, the network has functloned best vhere
there has been formal responsibility and

organi zation, for example, at the Network Control
Center. The less directed efforts have been
correspondingly less successful, for example, the
higher level protocol committees.

The network seems also to have been most useful In
offering services when the differences between host
systems have been bridged automaticaly by the network.
for example, perhaps the most successful service has
been the TELNET, which has permitted a wide range of
terminals to operate more or less jdentically on many
di fferent host systems. The resources for which this
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type of standardlzation has not been performed have
been less successful In attracting wide utilization.
Additional work in this area seems [ndicated,
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Special Vocabulary

IMP - Interface Message Processor - A specially
modi fled Honeywell 316 or 516 processor which
serves as the communications computer in the
netwvork.

TIP - Terminal IMP - An IMP which Is augmented by
addltlonal memory and a multlline controller. The
TIP contalins a network control program and a TELNET
program within it to permlt terminals to access the
netwqork directly through it.

Multiline Controller - A speclially desl gned
multlplexor-like device which supports the access
of up to 64 termlnals of varying type Into a TIP.

Message - A logical unit of data exchange between
processes,

Packet - Physical segments of a message which are
the transmlission units In the subnet.

Subnet - The array of IMPs, TIPs and communicatlon

circuits which dellver messages from one host to
another.
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MERIT Network

I. Introduction

The MERIT Network Is representative of a controlled
experiment In networking on a reglonal baslis. The
stralghtforvard des!gn of the communications system
and the limited size of the network have permltted
attentlon to be focused on the managerial problems of
the netwvork,

Il. Network Identiflication and General Description
A. Sponsoring Organization

Iin 1966, Michigan State University, Wayne State
University and the Unlversity of Michigan formally
established a program of mutual cooperation known
as MICIS (Michigan Interuniversity Comlttee on
Information Systems). MICIS establlished a
non-proflt corporation, MERIT (Michigan Educational
Research Triad, Inc.), for the purpose of recelving
and distributing funds for research, It is thls
non-proflt corporation which sponsors the network.

B. Purposé/mlsslon of Network

The Merit Network [{s a prototype educational
computing network that seeks to enhance the
educatfonal and computing resources of each
university by permitting network partlcipants to
share resources. The objectives of the network
vere broadly stated as gaining, through the
development and successful [Implementation of a
netvork, knowledge about and solutions to the
problems of network operation in an established
educational computing environment.

The three computer systems in the network are
sufficiently dl fferent as to make desireable the

them from the othars.,

The University of Michlgan’s system, using
duplex IBM 360/67 hardware, was desligned
especially for timesharing using MTS.

The Michigan State University computer (CDC

6500) is unusually fast and therefore
well-suited to large, compute-bound Jobs,
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C.

The Wayne State University Computer Center,
using duplex IBM 370/67 hardware running the MTS
timesharing system, has developed a special
competence in adminlstrative data processing.

At the time of organization of the netwnrk, a
cooperative policy In acquiring sn~cial ueripheral
equl pment was consldered feaslble, It was
suggested that relatively unusual equipment, such
as a fllm recorder-scanner, might be purchased by
one Installation tc serve all three universities.

Status and Topology

The network became operaticnal In the summer of
1972, The topology of the network ls three node,
fully connected. Presently the network provides
communication service, on a nearily continuous basis
whenever the host systems are upj; usage through
1973 has been light, howvever. Aupperle (1973)
reports that current network-use data Indicates
that between one and two million bytes are
transmitted monthly by an average of twenty
individual users. About 100 different users have
tried the network during the second half of 1972,
the first six-month period of statistical data
gathering.

Technology Summary

The three host systems in the MERIT network are
tied together through small communications
computers located at each host site, which are
themselves Interconnected by means of modems
through the switched telephone network., The
interface which the communications computers
present to the host system are uniquely adapted to
the requirements of each particular host; the

Inter face wvhich the communications computers
present to the telephone netvork (and thus to each
other) are Identlcal. A somewhat novel capability
Is the ability to dynamically vary the bandwidth of
the communications paths avallable between palrs of
hosts., This is accomplished by providing each
communi catlons computer vith four separate modems
and an automatic calling unit. The bandwidth
represented by the four lines may be allocated to -
communications with elther ot the other two hosts
as dlictated by Immediate communications
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requirements; normally at least one line Is kept
open to each other remote site.

The communications computer conslists of a standard
Digital Equipment Corporation PDP-11/20 with 16K
vords of 16-bit core memory. FfFour dlfferent types
of interfaces are requlred:

{. Data set Interface

2. Automatic calling unlt and multiplexcr
inter face ‘

3. IBM 360/67 Interface (one for each of two
host systems)

4. CDC 6500 Inter face (for one host system)

The data set Interfaces are designed to transfer
entire messages over the telephone network directiy

) to and from the PDP-11“s core memory without
program I ntervention, once the transfer Is
Inftialized by softwvare actlon, These Interfaces
are deslgned to functlon as elther half-duplex or
full-duplex units over a wide range of frequencies
and are compatible with binary synchronous
communicatlons procedures.

Automatic calling unit and multlplexor Interfaces
provide the communications computer with the
ability to dial, under program control, a single
telephone call. The automatic calling unit may be
shared among elght telephone lines.

The host Interfaces (IBM 360 and COC 6500), llke

entire messages without Intervention, once
appropriate action {s Initiated. The Interfaces
transfer data In parallel between the host and the
communi cations computer, and they partially resolve
the word length mlsmatch that exist between these
machines. The host interfaces also cause the
communl catlons computer to appear as a number of
Identlcal, but separate, devices to the host, thus
simpllifylng the loglcal structure of multiple user
activity over the network and minimlizing the amount
of the host’s network support software.

The systems programmling requlrements for the MERIT
24
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computer network consist of device suport for the
communlcatlons computer In each of the hosts, and
an operating system In the conmunications computer
whlich provides support for the message switching
function and an Interface to each host. Each host
treats the communications computer as an 1/0
device. Together, the software elements In the
host and communi cations computers permit a user to
establish a path to a remote host and to utllize
services there. All terminal access Into the
network Is through the local host; there Is no
direct terminal access iInto the network which
bypasses the local host., However, this capabllity
Is belng considered for future implementation,

E. Future Plans

The MERIT network contlnues to serve the three
particlpating universities. There iIs conslideration
for a remote version of the communications computer
to allov termlnals to access the netwvork directly
(without there belng a loca) host) so as to be able
to offer service to other Institutions In the
reglon. Work Is undervay to extend the

~communications computer software to allov the

- routing of messages In a less-than-fully connected
network,

IIl. Network Organlization
A, Structure and Extent

Flgure 1 presents a simplified view of the
organization of the MERIT Computer Network.

The Michigan Interunjversity Commlttee on
Information Systems (MICIS) is made up of
representatives from each of the three
participating universities. A few are computer
experts, but most are not., MICIS members In turn
are responsible for selecting the Director of the
MERIT Computer Network.

The MERIT Computer Network project director Is

responsible for the orderly execution of all of the: .-

technical and contractual responsibllitles, broadly
divisible into three, staff supported functions:

1. Educational and promotlional;
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2, Research and technical development of the
networks and

3. Financlial adminlstration.

For the Initial phase of network deslgn and
construction, MICIS chose a computer expert, Or.
Bertram Herzog, to lead the work. The director’s
office Is located at the University of Michlgan.

In the educational and promotional functions, the
director is assisted by three assoclate dlrectors,
one located at each campus. The associate
directors are chosen by the director from
nominations made by the universlities. The speclal
responsibility of each associate director Is to
promote and encourage the development of the
network within his own community of users. He has
esentially a dual role! to support the director and
the network so that the implementation of the
netvork at his particular slite proceeds as
efectively as possible, and to insure that his ovn
university’s interests are equitably served with
respect to the demands made on Its resources by the
network. The associate directors have no direct
responslbility for the technical detalls of the
proJect, but they are kept Informed of relevant
developments and provide advice,

Four groups are concerned vith the technlcal
research and development function: the Network
Central Staff, and the separate Network-Michigan
State University, Network=University of Michigan,
and Network-Wayne State Universlity staffs
indlvidually affillated with thelr respective host
sites, Further, the Network Central Staff has twvo
components? the senlor staff with technical
responsibllity for all of these groups, and the
programming staff, charged vith developing software
for the common part of the network. At the peak of
activities, approximately the equivalent of |2
full-time englneers and systems programmers vere
Involved In this facet of the project. This number
represents (equivalently) two systems programmers
located at each of the three campus computing
centers and six members of the Network Central
Staff located at MERIT headquarters,

Wayn- State University acts as fiscal agent for the
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netvork, fulflliling such functions as the recelpt
of funds from several sources, the distribution of
these funds to the varlous MERIT groups and
vendors, and the preparation of all contractural
and budgetary materi al.

Funct!ons Performed

] D1 avint i
te Plannting
Long range planning responsibility rests with

MICIS, which continues to function as a
committee and currently meets on a bimonthly
schedule. Each university has appointed several
representatives,,officially four., to MICIS for
an Indefinlte term. The representatives from
each university consist of one high-ranking
member of each unlversity’s administration and
of faculty members, usually including the
computing center director and others [nterested
In computer application areas.

In its efforts to develop a computer network,
MICIS sought both state and federal support. A
thr ee-member Joint Executlve Committee was
established by the participating universities to
administer any funds provided by the State of
Michigan. Further, In the fall of 1966 the
Michigan Educational Researchh and Information
Triad (MERIT) Inc. was created with its three
man Board of Directors, and charged with the
responsibllity to sclicit and recelve non-state
funds for the network. Wayne State University
was designated as the fiscal agent for all state
and non~state funds.

Once funding was assured, a network research and
development project was establlshed and wvork
began in July 1969, Initially designated the
Tri-Unlversity Computer Network, It later became
known as the MERIT Computer Network Project.
Thus the dlrector of the MERIT Computer Network
Project submits budgets for approval to the
Joint Executive Committee and the Board of
Directors of MERIT, Inc. (the same three people
serve on both boards) whereupon the fiscal agent
executes the appropriate contractural
operations.
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2. Installation

The special communicaticns facilitles for the
netwvork vere developed by the project staff
under the guidance of the Director. This
development Included communications computer
hardware and common software. Software specific
to a particular site, and all software residing
in the host computers, s the primary
responsibility of each host site’s staff. A
common design for network software was developed
by the central project staff.

The Associate Director at each of the
participating universities is responsible for
matters relating to the installation of the
network facilities at hls site,

3, Operations

Day-to-day management responsibility for the
network rests with the Director and his staff.

The MERIT staff |is developir.g procedures to
closely monitor the performance of the network,
Statistics gathered on message errors, trafflc
distribution, and overall throughput wijll

signi ficantly help In adapting the orlginal
network design to actual usage patterns.

4, User Services

Responsihility for promoting the network within
each of the member universities and for
providing the required user services rest with
the assoclate directors,

The distribution of system documentation
throughout the user community is the Jjoint
responsibllity of MERIT and the individual
universities. At the present time, MERIT
disseminates information reievant to the design
and operation of the communicatlons subsystem
and Its interfaces, Each university [s required
to maintaln and distribute its local facility’s
documentation and s responsibie for Issuing
notices reflecting any signiflicant changes.
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C.

Inter faces (relatlionships with other organlzations)

As explained below, the MERIT network was funded by
the Mlichigan State Legislature and the National
Science Foundation. While this has not recelved
much attention i{n the open ljiterature, it is clear
that the network will need to be responslive to the
wishes of the Legislature, Along these lines, it
is the intention ot the network $ aeveiopers to
provlide the capabllity for network access by many
of the smaller colleges and universities In the
State of Michigan without host computers.

IV, fFinancial and Legql Concerns

A,

Capitallzatlon

The Merit Computer Network was funded, Inftially
for tvo years, by the Mlichigan State Leg!slatur
the Natlonal Science Foundatlon and each of the
participating universities. The Michigan State
Legislature provided in successlive appropriatlon
bl1ls the total sum of $400,000, provided that
matching support could be obtalned from other
sources. By the end of 1968, a proposal In the
amount of $400,000 was submitted to and
subsequently funded by the Natlonal Sclence
fFoundatlon.

Accountlng

The Director and the Jolnt Executlve Commlttee of
MERIT have focused much attentlon on the accounting
difficultles encountered In even so controlled a ’
network as this. The MERIT network follows the
basic pollicy of permitting each site to set prices
and charge for services indlvidually. The problem
is not In getting sites to offer resources for
sale, but In convinclng management at each of the
sites to permit usage of resources at other sites.
The problem Is that the possible "balance of
payments® deficlt (excess of outslide use by local
users over Inhouse use by outside users) cannot be
predlcted In advance, and therefore Is very
difficult to budget for, especlially on a normal
annual basis.

In MERIT’s case, rellef was sought and obtalned
from the universities’ administrations to pledge,
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from sources other than the computing budgets, an
amocunt of monies to protect the potentially
unbalanced budgets of the wholesaler (local
university computer centers) due to the presence of
the network. By so doing, a deterrent to
utillzation was removed. :

Reaulation .

The MICIS and the MERIT efforts have becn formally
approved by the Michigan State Leglslature, the

"State Board of Education, and the governing boards

of each of the three universities)

Communications between sjtes jn the MERII Computer
Network currently utilize a pre-existing,
Inter-university, voice-arade telephone network.

Security

No special security procedures have been developed
for the MERIT network beyond the normal access
centrol mechanisms for the individual host systems,
However, -all users of remote resources presently
must be valldated by their own system as well as
the remote system, since there is no access to the
network other than through a local host.

V. Concluslons

A,

Summary of Problems

The developers of the MERIT network have had to
face all the problems faced by developers of other
networks of heterogeneous computers (e.g., ARPA).
The most publicized problems have been in
non-technical areas. Howvever, the developnent of a
processor which offers a common interface to the
network from the speclalized interface requirements
of each host machine was a non-trivial effort,
Similariy, the development of the necessary control
software for each of the host systems had to he
undertaken. By and larqge the major technical

di fficulties have been overcome, although some
pecuilarities remain to be ironed out. (For
example, terminals behave according to the system
to wvhich they are physically connected, not the
system wnlch they may be using, as In the ARPA
network),
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Perhaps the most publiclzed non-technical Issue In
the MERIT network has been the biudgeting problem?
getting the computer centers of the three
universlties to budget for possible net deficits In
netwvork usage (excess of work sent to other nodes
over work taken In) for a period greater than a
single calendar vyear.

With this problem apparently solved (as explalned
in [V-B), the maln problem has been Insufficlent
network usage to Justify its existence. It appears
that the three participating universities each have
sufficient computing resources to satisfy local
needs, so that there are few compelling reasons for
extensive use of the network. Also, the double
charges for use of remote resources (charges by
both the local aiid the iremote system) tend to
discourage network usage. Thls problem could be
solved by the expanslion of the network to Include
addi tional user-only and direct terminal-access
sltes In the state, as the network developers

- envislioned,

8. Lessons Learned .

One Important lesson to be learned from the MERIT
experlence is that organlzatlonal and managerial
problems can frequently dominate technical problems
in the development of a computer network, and can
even cast a shadov on technically sound networks.

In the technical area, MERIT has provided
additional evidence as to the soundness of uslng an
intermed] ate communications computer to mediate
between the standard operations of the network and
the peculiarities of each host.
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Triangle Universities Computation Center (TUCC)

. Introduction

TUCC is an example of a successful cooperative venture
in regional networking by Independent and autcnomcus
universities.

i

{l. Network Identification and General Description
A. Sponsoring Organization

The Triangle Universities Computation Center Is a
not-for-profit corporation vhich is owned by the
three universities who cooperatively sponsored its
establishment -- Duke Unlversity at Durham, North
Carolina State University at Raleigh and the
University of North Carolina at Chapel Hill,

B. Purpose/mission of Network
The network has three primary cgoals?

1. To provide each of the institutiopns with
adequate computational facilities as
economically as possibles;

2. To minimize the number of systems programing
personnel needed; and

3. To foster greater cooperation in the exchange
of systems, programs ana jdeas among the three
universities.,

Services Include educational, research and
administratlve computing services for the three
major unlversities, about fifty smaller schools and
several research laboratories.

C. Status and Topology

TUCC is essentially a centralized, homogeneous
network comprising a central service node - (IBM
370/165), three primary Jjob source nodes (IBM
360/75, iBM 360/40, IBM 37G/135%), 23 secondary Job
source nodes (leased line Data 100s, UCC 1200s, 18M
i130s, IBM 2780s, and leased and dial lilne IOM
2770s) and about 125 tertiary jocb source nodes (64
dial or leased lines for Teletype 33 ASRs, IBM
10505, UCC 1035s, etc.)., Figures 1 and 2
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50 Educational institutions-
Universities, Colleges, !
Community Colleges, |

Tecknical Institutions,
& Secondary Scheols

(Various Medium & Low
Speed Terminals) -

BUKE/DURHAM
360/40
PRIMARY TERMINAL

S
UNC/CHAPEL WILL NCSU/RALEIGH
360/75 360/40
PRIMARY TERMINAL PRIMARY TERMINAL

Note: In addition to the primary terminal installation 2t DUKE,
UNC, and NCSU, each campus has an array of medium
and low-speed terminals directly connected to TUCC.

Figure 1. The TUCC Network
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0.

I[llustrate respectively the topology and geography
of the network,

Services to the TUCC user community fnclude both
remote job entry (RJE) and Interactive processing.
Thruput has grown from about 10,000 Jobs per month
in 1967 to about 80,000 Jjobs per month in 1972,
(This increase in thruput was accompllshed by
hardware upgrades during the period), At the
present tinme about 8000 different individual users
are being served directly.

Technology Summary

TUCC operates a 3-megabyte,
telecommunications-oriented IBM 370/165 usling
0S/360-MVT/HASP and supporting a wlde variety of
terminals (see Figure 3),.

The three unlversities are connected to the TUCC by
means cof Telpak A (40,8 K baud) clrcults which
connect the universitlies® primary remote batch
terminals to the central facility. In addition,
over 5C educational institutlons are linked to TUCC
by a varliety of medium and low speed lines ‘thich
cover the state and extend as far as Elizabeth
City, ¥ilmington and Ashville.

All local node computers are of the same
manufacture as the central facility, and provide
local computing services and teleprocessing
services (from the central facility). Except in
special circumstances, ione of the local nodes
provide computing services for remote users at this
time, but the Hasp-to-Hasp software in use allows
for such services to be provided if and when
desired,

Future Plans

TUCC continues to serve [ts participating
institutions., Hardware and software adjustments
are made as required to insure adeguate capaclity to
meet thelr processing demand. Immediate emphasis
is on improving interactive services (primarily but
not exclusively via TSO) and services for large
data base processing Iinclucing university
administrative data processing.
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III. Network Organization
A, Structure and kExtent

The network is characterized by an organization
which provides both for centralization of certain
functions and the retention of freedom and
authority by the iIndividual computing centers to
operate in the academic environment,

TUCC Organization

The TUCC Corporatior [s governed by a board of -
directors whose nine members represent the three
maJor universities. The three members from each
unfversity represent the administration,
computer science instruction and computer users,
The board members are appolinted by the executive
officers of each institution. The board meets
once a month to act on matters of general
policy. Other attendees to board meetings are
the President and Director of TUCC, the

Associ ate Director and System Manager, the
Campus Computation Center directors and the
Director of NCECS (see section C below). Most
questions are declided by simple majJority vote of
the board, except that auestions of “fundamental
I mportance" are decided by each university ‘
delegation casting a single vote. Questlons of
"fundamental ImportanceY include selection of
the TUCC President, the annual budget and major
equi pment decisions.

TUCC Staff

The central staff organization is shown in
figure L,

Systems Proaramming Section

This section is responslible for development,
testing, inteqgration and implementation of
all TUCC and manufacturers’ system software.
The section is headed by a systems manager
who is also the primary technical liaison
between the campus computation centers and
the manufacturers’ field and systems
engineering organization. The systems
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PRESIDENT
ASSOCIATE
MRECTOR & DIRECTOR SECRETARY
BUSINESS DATA RASE SYSTEMS ASSISTANT
MANAGER PROCESSING & MANAGER T0 TNE BIRECTOR
OPERATING ,
T SYSTEMS MER. 1 1
[ BOOKKEEPER PUBLICATIONS INFORMATION
ASSISTANT SERVICES EDITOR
OPERATIONS SYSTEM DEYELOPMENT |  |TELEPROCESSING
MANAGER PROGRAMMERS MANAGER MANAGER
SHIFT TAPE KEYPUNCN ASST.
SUPERVISORS LIBRARIAN & CLERK-TYPIST
OPERATORS

Figure 4. THCC Organization Chart-
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manager serves as an Assoclate Director of
Tucc.

Information Services Section

This group Is responsible for the collection
and dissemination of documentation to users,
campus center staff, directors and the Board
of Directors, Most documents are prepared
throughout the network organization,
Including the documentation services section.
These documents are edlted, approved and
published by this sectlon. The section s
also responsible for maintaining the procram
library, for documentation standards, for
public relations and visitor lialson, for a
perfiodic nevsletter and for general interest
brochutes.

Development Sectlon

This group is concerned with generation of
new versions of the ¢perating system,
maintenance of the manufacturer supplied
operating system, deslgning and programming
of software lInterfaces between TUCC-written
programs and the operating system, and
creation of utility programs needed in the
TUCC environment. The group |s also
responsible for deslign, programming and
Installatlion of monitors, statlstics
catherinag programs for performance
evaluation, and for the evaluation of overall
systems performance.

Teleprocessing Section

The primary responsibility of this section Is
malntenance of the teleprocessing softwvare.
It maintains current knowledce of all
terminals and plans and acquires new
communications hardware as required. The
teleprocessing manager also acts as a
consultant to the campi!s centers and to
individual users,

Operations Section
This section is concerned with the day-by-day
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operations of the computer room. It also
malntains the systems accounting records and
prepares programs on systems usage,
efficlency and turnaround statistics. It
provides lialson with manufacturers’ fleld
engineers and with the campus computation
center operations managers, It Is also
responsible for security,

B. Functions Per formec

1,

3.

Planning

Once per month the campus computer center
directors meet with the TUCC director, systems
manager, and assistant director, primarily to
discuss operational policies and procedures,
Charging policies and changes to the billing
algorithm are among the topics determined at the
directors’ meeting,

The TUCC systems manager and the systems.
progr ammers of the central staff and of the
universities meet monthly to discuss plans for
new systems additions and/or modiflcations.

Installation

As described in IIl.A above, all planning and
control over equipment Installation at TUCC is
performed by the central management. Each
university’s computer center management performs
these functions for its ovn center.

Oper ations

Cach university computer center |s autonomous
and is operated by Its own staff. TUCC is
oper ated by a separate staff reporting to the
centr al management,

User Services

Conslderable attention has been devoted
throughout the TUCC organization to the
provision of adequate user services. Although
there is some Information dissemination from the
central organization in the form of regular

news letters and an extensjve documentation
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system, the wholesaler-retajler organization
Insures that most user services are provided by
the local computer center, This faclilitates
user access to these services and Iinsures
responsiveness on the part of the providers.

In the case of the small Institutions served by
NCECS, these services are provided by Ycircult
riders* who visit the schools on‘a regular
basis. Schools are visited as needed and
geographically close visits are usually
coordinated. Consulting services are assisted
by in-WATS telephone lines and personal contacts
of remote users at workshops or through visits
to the central facillity. O0ata llnes can also be
used for volce transmission when not otherwise
in use, Some use [s being made of lnquiries
belng sent by terminal communlications to the
cen;ral computer to be answered by the central
staff.

C. Interfaces (relationships with other organizations)

The North Carolina Educational Computing Service
(NCECS) was created as a state agency by the Board
of Higher Education In 1969. (NCECS Is the
successor of the North Carolina Computer
Orientation Project (NCCOP) whlich began In 1966).
Its mission Is to provide educatlional services to
Institutions throughout the state, NCECS provides
technical support and consulting to small users,
This Includes computing services (terminals, --
communications and computer time) as well as
technical support (information services, technical
assistance to users, speciallzed software and
documentation),

The director of NCECS represents hls organization
at TUCC board meetings Iin a non-voting capacity,
anc also attends meetings of the computer center
directors. Close geographic co-location (in
different wings of the same building) help
intercommunications between the_two staffs,
although the organizations are totally Independent,

The NCECS staff includes both state supported and
project supported positions. Nine positlions are
state supported: the director, his secretary,
administrative assistant for curriculum
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Iv'

Fi

development, manager of user services, three
computing consultants, an information services
officer and a business officer. Grant supported
positions include curriculum development manager, -
progr ammer for curriculum development (half-tlime)
and systems programmer {(half-time).

The main function of the staff Is the Increase and
I mprovement of involvenent of the particlpating
schools in computing., Two full time and one
hatf-time “circuit riders" and a manager.  of user
services deal directly with the needs of the

outlying institutions, as explained above
(Ill*B-b).

nancial and Legal Concerns
Capltalization

Initial grants were received from NSF and from the
North Carolina Board of Science and Technology, In
wvhose Research Triangle Park building TUCC was
located. These funds, along with the payments for
services from the founding universities, served to
establish TUCC.

Accounting

The accounting system for TUCC Is based on a
wholesaler-retailer concept. TUCC is a wholesaler
of computing services, Including machine cycles,
oper ating system, programming languages and
application programs, a documentation service, and
management. The TUCC wholesale service
specifically does not include typlical user services
-- debugging, contract programming, etc. -- nor
does it include user level billing or curriculum
development. Rather, these services are provided
for their constituents by the campus computaticn
centers and NCECS, which are retailers for the TUCC
Networ k,

The wholesaler~retailer concept can also be seen In
the financial and service relationships. Every two
vears the founding unlversitles negotiate with each
other and with TUCC to estabiish a minimum
financlal commitment from each to the net budgeted
TUCC costs. Then, on an annual basls the founding
universities and TUCC negotiate to establish the
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c.

D.

TUCC machine configuration, each university’s

mputing resource share, and the cost to each
university. This negotiation includes adoption of
an operating budget. Computing resource shares are
stated as a percentage of the total resource each
day.

Each of the three universities and NCECS currently
pay 25% of the TUCC budgeted operatling costs and
are each entitled to equal amounts of service, A
scheduling algorithm with a "usage leveling
capability" allocates resources to the Institutlion
vhich has used the least so far., Each institution
funds its own computer facility and communications
lines. Each institution bills local users based on
all of its costs, including payments made to TUCC,
and on detailed usage statistlcs collected at the
central computer,

The budget negotiation described above resuits in
an effective wholesale rate to the three
universities which Is a little lowver than the
vholesale rate charged to NCECS., The Jjustiflcatlion
for this procedure Is the fact that the Income from
the universities is guaranteed while the Income
from the NCECS is less certain.  Both the computing
centers and the NCECS levy additional charges on
the local user to cover local computing center
costs and the costs of the additional NCECS central
staff.

Regul ation

No direct Federal or state regulations appiy to the
TUCC network. However, the state of North Carollna
can exert influence over the networdk throuch the
University of North Carolina.

Since the TUCC network does not extend outside the
state of North Carolina except for occasional dial
services, intrastate tariffs apply for most
communications faclilities. Standard telephone
company services are utlllzed for wlideband and
voice grade circufts,

Securlity

In addition to those measures normally found in a
third-generatlon operating system for the control
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of access to files, TUCC has Implemented [ts own
data set and volume password systems as well as
locally developed encrypting programs and operator
procedures:

V. Conclusions
A. Summary of Problems
Administrative Data Processling

TUCC has for some time been handling the full
range of administrative data processling for two
NCECS universities and is beginning to do so for
other NCECS schools. The primary reason that
this application lags behind Instructional
applicatlions In the NCECS schools s simply that
grant support, which stimulated developrment of
the Instructional applications, has. been absent
for administrative applications. However, the
success of the two ploneers has already bequn to
spread among the others,

With the three larger universities there Is a
greater reluctance to shift their admlnistratlve
data processing to TUCC, although Duke has
already accomplished this for thelr student
record processing. One problem which must be
overcome to complete this evolution and allow
these universities to spend adminjstrative
computing funds on the more economic TUCC
machine Is the administrators’ (understandable)
reluctance to give up a machine on which he can
exercise direct priority pressure, The present
approach to this problem is to extend the
allocation and scheduling algorithm to cuarantee
a portion of the central machine to each
founding university’s administrative data
processing needs, Another problem Is the
development of confidence In the avallable
back-up resources. It would probably require
additional computing resources at TUCC If this
option Is elected by any of the universities,

Hardware Homogeneity
While not a real problem at bresent; it would
appear that TUCC has locked itself into IBM
compatible systems. This has simplified the
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development of the network by permittinge
compatlblllty problems to be ignored, but it may
restrict the alternatives for future grovwth.

B. Lessons Learned

L

User Services

A very important lesson that was learned is that
personal communication must exist and be kert
alive at all levels,

"It Is amazing how misinformatlon can spread
if there does not exlst a vigilant system for
keeping people informed... Experlence has
shown us that [f we relax ..., then little
things that may go wrong may somet{mes be
magni fled completely out of proportion to
thelir Importance and begin to become a socurce
of Irritation at some polint in the system.
The central facllity must therefore have a
high coefflcient of sensitivity to the needs
of all users."(Davis, p. 4-1-2)

The earliest recognition of this fact was the
hiring, at the time of the formation of TUCC, of
a Manager of Information Services at TUCC, His
responsibility is the documenting of all
operating systems, services and policies. An

el aborate system of memoranda series with
distributions to various relevant groups was.
developed. Thls lesson also explains the
"elrcuit riders" who were employed by NCCOP (now
NCECS) to regularly assist its cllent colleges,

Wholesaler-Retailer Concept

TUCC’s implementation of the wholesaler-retaller
concept (as explained In section lV-above) was
designed as a mechanism for the administrative
protection of the interests of the three
founding universities and the NCECS schools.

Because each of the universities and NCECS is
guar anteed a minimum percentage of utlllization
of the central machine (In effect, a virtual
machine for each), they have the assurance that
they can take care of their users’ needs as
vould be the case with totally (ndependent
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facilities, The scheduling algorithm also
allows each to define and administer quite
flexlble, independent priority schemes.

Since the local centers and NCECS are the
retallers of all computer services, whether
produced locally or purchased on a wholesale
basic from TUCC, they are not Iin competltion
with TUCC, Users are also able to turn to local
personnel for all required services, and receifve
a single bill,

There are severat structural devlces which serve
to protect the Interests of both the wholesaler
and the retailers, At the policy making level
this protection is afforded by the Board of
Directors, which is appointed by the Chancellors
of the three founding universitles. Typically
each university allocates Its representatives to
include its business interests, [ts computer
science Instructional Interests, and its other
computer user Iinterests. The University
Computer Center Directors sit with the board
vhether or not they are members, as do the
Director of NCECS and the President of TUCC, An
example of the policy level function of the
Board Is thelr determination, based on TUCC
management recommendat{ons, of computing service
rates for NCECS and other TUCC users. (Willlams,
1972) ,

At the operational level there are two important
groups, both normally meeting each month. The
Campus Computation Center Directors’ meetlng
Includes the indicated people plus the Director
of NCECS and the President, the Systems Manager,
and the Assistant to the Director of TUCC., The
System Programmers’ meeting Includes :
representatives of the three universities, NCECS
and TUCC, In addition, each of the universities
has the usual campus computing committees.

Neutrallty of Site

The neutral location of the central computer Is
felt to be Yone of the chief factors
contributing to the political stabllity of
TUCC," (Brooks, et. al.) An earller
unsuccessful experience with a computer Jointly
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owned by NCSU and UNC-CH, but located at Chapel
HIll, had shown that "the psychologlcal and
political consequences of location could not be
tele-processed away." It is recognized that a
neutral location requires extra cost, but this
is felt to be "Yan indespensible expense,"

Annexes
A. Bibliography

Brooks, frederick, P., Jr., Ferretl, James K. and
Thomas M., Gallie. "Organizational, financial and
political aspects of a three-unjversity computing
center." <Proceedings IFIP Congress 1968>, pp.
923-927. .

Davis, M. S. "YEconomics -- polnt of view of
designer and operator.! <Interdiciplinary
Conference on Multiple Access Computer Networks>
(Austin, Texas, April 20-22, 1970), University of
Austin and The Mitre Corporaticn, ppe. 4.1.1-4,1,7,

Freeman, David N. and Robert R. Pearson.
"Efficiency versus responsiveness in a
multiple-services computer facility." <ACM
National Cenf.>, 1968, pp. 25-34,

Freeman, David N. and Joe R, Ragland. ¥The
response-efficiency tradeoff in a
multiple-university system,¥ <Datamation>, Vol.
16, No. 3, (March 1970), pp. 112-113,

Grobstein, David L. and Rcnand P. Uhlig. YA
vholesale retall concept for computer network
management . 1972 £JCC, pp. 889-898.

International Business Machines, Inc. ¥ln North
Carolina, computing power for education,”
<Computing Report>, 9:2 (Summer 1973), pp. 2-6.

Parker, L. T., Gallie, T. M., Brooks, f. P. and J.

Ke Ferrell. "Introducing computing to smaller

colleges and universities -- a progress report.,”
CACM>, 1236 (June 1969), pp. 319-323,

Williams, Leland H, YA functicning computer
network for hlgher educaticn in North Carolina."
1972 FJCC, pp. 899-904.

Q » 49




Networ k Management Survey TUCC Network
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TUCC - Triangle Universities Computation Center
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Oregon State Regional Network
l. Introduction

The Oregon State Regional Network is representative of
the large number of centralized Ystar" networks
serving a regional clientele, It was organized to
provide educational computing services to a number of
geographically dispersed institutions, and is not
concerned with research into the technology of
networking,

II. Network Identification and General Description
A. Sponsoring Organization

The network was sponsored by Oregon State
Unfversity with support from the Natloral Scierce
Foundation,

B. Purpose/misslion of Network

The regional network was established In connection
vith a two-year projJect with Natloral Sclence
Foundation suppcrt to develop and appralse
instructlional uses of computatlional facilitles
provided through computer terminals on-line to a
central computer faclility. The objectives of the
project weres

1. To provide faculty and students at the
participating colleges with computing resources
aval lable through terminals which have direct
access to a central computing facllity,

2, To develop special Instructional procrams and
materjals .sujtable for regular as well as
"short!" courses In the use of computers in an
educational environment.

3. To appralse the usefulness In Instructional
programs of the facilities offered with
reference to the Instructional needs of each
institution.

C. Status and Topology
The system now supports a network of more than 200
remote terminals with approximately 75 terminals
active concurrently, Approximately 35 terminals
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t.

are located at other universities and colleges of.
the network. The netwvork serves Instructlional,
adminlstrative and research aplications, and may be
reachling saturation. Acquisition of new computing
hardware is beling contemplated at the present time,

Technology Summary

The Oregon State University Regional Computer
Network consists of a central computing faclllity at
the Oregon State University campus in Corwallls,
Oregon, which serves some sixteen institutions of
higher learning In Oregon. The central facility
runs in a time-sharing mode under a speclal
operating system developed at Oregon State
Unfversity. Remote users are connected to the
central facility by low speed teletypewriter lines.

The principal resource at the computation center is
a CDC 3300 with a memory capaclity of 98K 24-bit
words. Peripheral devices include a card reader
and punch, line printer, four magnetic tape unlts,
five magnetic disc units, a 200 million character
mass storage disc unit, 16 CRTs, a plotter and a
PDP-8 minicomputer which serves as a communications
front end, The PDP-8 also serves as a telephone
line interface for 180 remote terminals. Ouring
1972 remote batch capabllity was added uslng card
readers and line printers.

The operating system, 0S-2 (firegon State Open Shop
Cperating Syste~' was desioned and Implemented by
the Oregon Statc Computer Center. It permits time
sharino operation in a variety of languages,
including ALGOL, FORTRAN, GLASIC, OSCAR (a
conversational language for all types of users),
FOIT (a flle editing language), and others.

Future Plans

The realonal network described here was an

exper Iment of fixed duration and limited to
academic computing. The State Department of Hlgher
Education is currentiy considering a proposal to
establish a computing consortium among all nine of
the Institutions of higher learning in the state
and to establlish and develop a computer network to
serve both academic and administratlve needs. It
would be structured simllar to the regional
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network, with a central facillity and staff at OSU
and remote statlons at the other participating
sites, ‘

I, Network Organizatlon

A.

Structure and Extent

The organtzation of the network Is embedded In the
organlzation of the regional computer center.
Speclal organizational elements, exclusively
concerned vith network operations are a regional
coordinator who reports to the reglional computing
center director, a regional steering commlttee, and
campus coordinators resident on the Incdlvidual
campuses. Close llalson Is maintalned with the
Teaching Research Dlvision, an arm of the
Chancellor ‘s Offl{ce, which represents all
Institutions of the Oregon State System of Hi gher
Education,

Computer Center Director

The regional computing faclility Is under the
direct supervision of a central administrative
offlcer, the computer center director. He has
the authority to enforce adherence to
established procedures, observation of ;
pri. -itles, and conformance to established
schedules, The director (s assisted by a
steering committee, :

Steering Commlttee

The regional steering committee conslders policy
matters affecting regional projects, terminal
end users, and recommends action to the reglonal
coordlinator and the computer center dlrector,
The committee helps to malntaln uniformity and
vorkability of operation and services, where
this Is In the interest of participating
Institutions. It acts as a developer of
procedures for network users, It |s responslve
to all network particlipants and considers the
effects of all actlons on local centers.

Members are elected to the steering comm{ ttee by
the particlipating schools,

Campus Coordinators
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The campus coordinator acts as the manager of
Instructional computing on his individual
campus. He needs to have a knowledge of
avallable computing facilities and of specific
campus computing needs. He works closely with
all users and coordinates interdiciplinary
requests and problems., Thls asslgnment Is
considered to require at least half time
availabllity of the designated faculty member.
Specific functions of the campus coordinator
are:s

Coordinate use of remote terminals with local
facllitiess;

Act as campus-vide focal polnt for ;
utilization, dissemination and facilitation
of Instructional and research uses of the
regional computing faclllities on his campus;

Serve as a member of the local institution
~computer comm}ttee;

Facilitate tralning for facultys

Coordinate remote reglional facillity
mal ntenance, regional staff visits and
wvor kshops

Attend regional conferencess

Report development of computer-reilated
curriculum materlial and other documentation
to regional project coordinator;

Prepare and coordinate Interim and annual
reports regarding instlitutional participation
in the netwvorks;

Report nevs Iftems to regional newvsletter
editor;

Be aware of all projects Involving curriculum
development teachers, curriculum writers,
consultants and learning and evaluation
speclalists;

Participate In local budget recomendations
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involving utlilizetion of regional facilitles
on his campus.

The final project report recommended that the
campus coordinator report to elther the dean of
Instruction or the dean of administratlion. It
was also suggested that on some campuses It
would be beneficial for the Campus Coordinator
to have an advisory committee to assist him in
making decisions relating to the allocation of
resources,

B. Functlons Per formed

Ve

3.

Planning

The emphasis durlng the Initial portlon of the
project was on three Items: 1) developinhg useful
and rellable services; 2) assisting individuals
and classes to become fully cognizant of the
services and how they could be used; and 3) a
preliminary exploration of the curricular
changes brought about by the introduction of the
facilities. The emphasis throughout the last
year of the project was on the developm:nt and
evaluation of techniques and materials relating
to the role of computers In the academic
environment.

Installation

The time-sharing computer facility of the 0SU
Computer Center has been the basic computational
resource of the network. Access to the center
is through remote terminrals located at each of
the particlipating colleges. Under the grant
they were provided with terminals,
communications costs, computer time, and
consulting services. The jnstallation
requirements for this type of arrangement are
minimal.,

Operaticns

Because of the star configuration of the
network, operational concerns specific to the
network are minimal., The center |Is operated as
any other large multiprogrammed center serving
interactive users,
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4, User Services

User services have primarily been provided by
three means: publications, seminars and personal
interaction,

Pubilcations Include manuals for all services
available as well as a computer center
nevsletter published on a regular and timely
basis. These are necessary but not sufficient
to the success of the project.

In an effort to promote the use of the network,
a series of conferences vere held at varlous
campuses to introduce the faculty to some of the
Instructional uses that can be made with the
computer in the classroom. Each conference
lasted two days and concentrated on a specific
academic area., The particlpating faculty were
presented with ten to fifteen examples of actual
classroom uses of the computer followed by an
opportunity to use the material and to modify
and adapt some of the examples Into their
instruction. Whenever possible, each example
was presented by an instructor who had used the
material In his class, and Reglonal Computer
Center staff were on hand to help the faculty
with any problems they had In using the
terminal, the system or the materlals. The
faculty attending the conferences became very
enthusiastlic about the possibilities of the
computer Iin the classroom, However, It was
found that without some type of follow-up the
enthusiasm wanes,

The follow-up Is provided through personal
Interaction. A Reglional Computer Center staff
member, famillar with the academic area and the
Instructional materials, visited the
participating schools during the Immediate weeks
folloving the conference, He discussed with the
faculty who attended the conference and other
interested faculty possible applications In
their classrooms, 1The role of the local campus
coordinator in providing personal assistance has
already been discussed. Within the course of
one term, following this procedure, the faculty
wvho have attended the conferences Introduced the
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computer Into thelr classrooms on a regular
basis.

C. Interfaces (relationships wvith other organizatlions)

The regional computing center has worked closely In
the past with the Teaching Research Division, an
arm of the Chancellor’s office which represents all
instltutionrs of higher learning in the Oregon State
System. This division is concerned with
{nprovements [n the teaching procedures at various
levels of instruction, The division has assisted
In twvo areas? 1) direct assistance to faculty iIn
courses using computers, and 2) evaluation of user
reactlon, utilizatlon patterns, and Impact of the
computer on instructlon.

The other external relationship of interest is with
the other universities Involved in the CONDUIT
proJect. UOregon State Unilversity, Dartmouth
College,the North Carolina Educational Computing
Servlce, and the Universities of [owa and Texas
have been funded by the National Science Foundation
in a cooperative projJect In educational computer
usage and program exchange. Each of these schools
have developed active computer networks and a
slagnificant base of curriculum materials. The
CONDUIT proJect involves the formation of a central
organi zation and staffs at each of flve schools to
deslgn the procedures necessary to transport about
75 curriculum units and to implement these
procedures in the five networks., CONDUIT will
quanti fy this exchange process Incliuding all costs,
faculty tralnlng requirements and user feedback,

IVe. Financlial and Legal Concerns
A, Capitalization

The National Sclence fFoundation, through its Offlce
of Computing Activities has funded 20 regional
computing activities during the perlod 1968-1969.
One of the first three such grants made was to
Oregon State Unlversity In 1968 in cooperation vith
six other colleges In Oregon., The principal
Investlgator under the grant was Or., Larry C.
Hunter of OSU. Thls grant has since explred, and
current netwvwork activitlies are self-supporting.
Campus computer center operations are supported by
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8.

C.

D.

the local unlversity budget. The regional center ' -
is supported by state funds ‘and usage charges.

Accounting

Because of the “star® conflguration of the network,
accounting wvas not a problem, All users malntalned
accounts in the central machlne at 0SU and were
bliled (or charged against their portion of the
grart) from there.

Regulation

The network was regulated In part by the Natlonal
Science foundation by the terms of Its grant and In
part by the Chancellor’s Offlce of the State of
Oregon. Only iInstitutions of higher learning In
Oregon could participate,

Since all particlipants of the network were located
within the state of Oregon, Intrastate tarl ffs
applied for all telephone lines used., The network
was conflgured as a "star" or single central
timesharing system with remote users, so there weére
no other {ssues related to tariffs,

Security
The only security controls In the system are

provided by the log-on sequence of the central
time-sharlng system,

V. Concluslons

A.

Summary of Problems

Due to the use of a well-known and strailghtforward
network design (the star configuration) and the
emphasls on providing service rather than

per forming research on networking, there wvere no
notable technlcal problems. The primary probiem
was In promoting the use of the faclility by those
to whom It was offered.,

Lessons Learned

The project’s flnal report suggested that the
success of a reglonal computing activity required
quick and effective methods of communication
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between the remote site and the central staff., The
following general principles were offered:

Ve There must be a willingness of regional
participants to work out mutual problems, to
cooperate, to compromlse |f necessary, and to
consider the progress of all users.

2. A reglonal center should be considered a
service organization to provide services which
cannot be provided efficiently othervise.

3. The actlvitles of the regional group are
under a steerjng committee which considers
policy matters affecting recional projects,
terminal use and users, and recommends action to
the Reglonal Coordinator and the Computer Center
Director. ‘

4, The Regional Steerlng Committee can help to
malntaln uni formity and workability of operation
and services.

6., The regional facllities and activities should
augment each schools local facillties and
services. The use of the terminals and
facilitles ornn each campus should be under the
Jurisdiction of that school and operated for
that respective school.,

7. Locatlon of reglonal facllities Is of little
concern. More Important {s ease of access,
reliabllity and personal service,
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I1.

TYMNET

Introductlion

TYMNET Js a distributed national network of
heterogeneous computers operated for profit by a major
time-sharing company. The continued operations of .
this network serves to demonstrate that such
facilities are commerclally viable,

Network Identification and General Description

A.

C.

Sponsoring Organi zation

Tymshare, Inc., wlth headquarters in Cupertlino,
Californla, was formed in 1966 as a commercial time
sharing company., It has grown to a company with
annual sales of some $21 milllion and about 450
employees, maklng It the largest independent in the
time sharing fleld. The total number of Indlvidual
users of Tymshare services is In excess of 10,000,
and they represent over 150 separate organlzations,

Purpose/mission of Network

TYMNET exists primarily to make avallable the
commerclal tlmesharing services of Tymeshare, Inc.,
although the capabilities of the communicatlions
network itself have been marketed separately to
customers vishing to connect their own terminals to
their own computers. The network iIs designed for
Interactive terminal to computer communications,
although computer to computer connections are
possible,

Status and Topology

The network has been operatlonal since 1969 as a
commercl al service, It }s presently serving over
ten thousand interactlve users (800 simultaneously)
In over 70 cities throughout the United States and
Europe (Paris, France).

The network serves to Interconnect approximately 40
host computer systems and contains some 100
communicatlions nodes in a multi-ring configuration,
Figure t [1lustrates an abbreviated topological map
of the network,
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D. Technology Summary

The network consists of approximately 100

minl computers (Varian 620/1, 620/L and 620/L-100)
called TYMSATs interconnected by common carrler
volce grade facllities, The TYMSATs serve In two
different capacities, to connect host systems and
terminals to the netwvork.

The Y“base" TYMSAT Is responsible for acting as both
a message svwitching computer In the communlications
network and as an Interface to the network for host
or service computers, When the service computer |s
one of those generally supported by Tymshare (such
as an XDS 940, 1BM 370/158 7 or DEC PDP-10), the
TYMSAT has been programmed as a communications
controller replacing the standard components for
that function. Computers of a type not employed by
Tymshare have thus far been Interfaced to the net
through their standard communicatlions controiler
(e.ge., IBM 270X or 3705 for an IBM 360 or 370) so
that the TYMSAT appears as a complex of terminals
to the controller.

The base TYMSATs are each connected to a service
computer In a one-to-one or one-to-two fashi an
(approximately forty throughout the country) and to
one another either directly or through an
intermediate base TYMSAT In a multiple ring or
distributed manner. The circuits used are elther
2400 or 4800 bps synchronous, full-duplex, private
leased lines. )

The "remote! TYMSATs act as store-and-forward
computers and as concentrators for user terminals,
In addition, some remote TYMSATs with added
hardware and software can suport local printers in
the 600 to 1200 baud range. Each Is capable of
supporting up to thirty~one asynchronous,
full-duplex modems allowing for terminal speeds in
the 110 to 300 bps range. The remote TYMSAT can
identify a terminal (baud rate and carrlage return
delay time) by the first character typed. It lIs
possible to allow a terminal to connect with two
different baud rates for input and output, In
addition, ASCII conversion Is provided for
non-standard terminals and echoing if the user
terminal is operating in echo-plex mode.

LR
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The remote TYMSATs are connected to the base
TYFSATs and thus the service computers through a
ring configuration whereby a circult passes through
a number of remote TYMSATs and one base TYMSAT.
Store-and-forwvard techniques are used to exchange
information between any remote TYMSAT and any base
TYMSAT. The clrcuits connecting the remote TYMSATs
are agaln 2400 and 4800 bps synchronous,
full-duplex, private leased lines.

Blogks are transmitted through the network over
full-duplex virtual circults. These clrcuits are
establishe? at log-in time and exist for the
duration or the connection., These circults are
established by softvare in the TYMSATs which
associate an Input channel with the appropriate
output channel at each svitching point. A clircuit
Is established by the ¥supervisor In actlve mode"
(Sam). When a user connects to TYMNET, he iIs
originally communlcating with the Sam, whlch, after
the appropriate exchange of information, will
establish a circult from that user’s terminal to
the desired service conputer by selecting the
proper TYMSATs to complete the virtual circult,

The Ysupervisor in active mode" [s so named because
It Is a function which can be taken over by backup
supervisors tn the event of fallure. A backup
supervisor vwill become active by detecting a
failure, polling the TYMSATs to get network status
information, and assuming the active role, Thils
sequence does not disturb users on processors other
than the one whose supervisor failed.

It should be noted that In the event of a processor

failure, Its base TYMSAT can still function In the
role of a netvork store-and-forward computer.

Since virtual circuits are establlished and flxed
for the duration of processor connections, recovery
from a physical line fallure is not as clean. When
a line falls, users communicating through virtual
clrcults using that line In thelr definition must
reconnect, :

future Plans

Tymshare, Inc. continues to expand [ts network
coverage as buslness conditions Justify. The
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company is also starting to use hicher-speed lines
and alternate suppliers.

I1[lI. Network Organization

A.

B.

Structure and Extent

Tymshare, Inc. Is organized similarly to most
corporations whlch produce and market goods
natlionally. They have a home office with a central
staff for planning and control In Cupertino,
California, and reglonal and branch offices
throughout the country and In Europe,

Functlions Performed
1. Planning

The network |Is prlvately managed in its
entirety, and all planning for Its growth is
done by the Tymshare, Inc. corporate staff., The
network topology, however, has not been lald out
follovwing any speciflc deslgn strategy, but has
Just grovwn In response to customer needs and the
business expected In certain areas. ‘

2. Installation

All matters relating to Installation (such as
leasing phone lines and the delivery anu
attachment of TYMSATs) are handled by Tymshare,
Inc. as part of the usage ¢ontract with the
customer,

As usage grows and bottlenecks occur, two main
courses of actlion are taken by Tymshare. As an
interim step, the "preferred routing®
definitions for some terminals can be changed,
so as to reroute data and thus relleve the
bottlieneck., Also, additional leased llnes can
be «irdereds it normally takes about six weeks to
obtaln such lines. The ring structure of the
network provides considerable flexibility In the
management of the physical netwvork.

3. Operatlons

The network ls controlled by a Network
Supervisory System. This is a control program
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C.

that Is.resldent In four host computers,
Currently, tvo of these host computers are at
Cupertino, California, one is at Englevood
Cliffs, New Jersey, and one Is at Parls, france.
However, only one of the programs Is in control
of the network, The other three have a *pecklng
order® for taking over control of the netwvork In
case the active supervisor shows any slgn of not
being able to handle the Job., If the network
should become segmented, such as transmlssion
across the Atlantic be disrupted, then each
segment can be run Independently unti]
communications have been reestablished,

The netvork has proved to be very rellable, vwith
an average of only 1.4 fallures per year for the
TYMSATs., Preventive maintenance Is performed
twice per year on the TYMSATs,

4, User Services

Tymshare, Inc. has an extenslve organization of
marketing representatives throughout the country
vho also contlnue to provide service to
customers after they contract to use the
netvork. The company offers many proprietary
software packages for use on the network, and is
continuing to develop more.

As a profit-making company, it is reasonable to
assume that Tymshare will be qulte responsi{ve to
user needs, Ffor example, remote batch service
s not presently offered, but will probably be
added when user demends dictate,

Interfaces (relatlonshiﬁs wvith other organizations)

Since Tymshare is a company which markets products
to organizations rather than to Individual .
consumers, each customer represents an Inter face
vith another organization. As outlined below, many
organl zatlons, both private and public, use TYMNET
In a "shared" (really Y“value-added”) mode of
operation as provided for In FCC Tarilff No. 260,
Tymshare obtains clrcults from the common carriers
and "shares" the use of them with the additional
network functions sold to its customers,

Besides Tymshare itself, the National Llbrary of
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Medicine Iin Bethesda, Maryland, is the largest
user., With natlon-wlde access to their Medline
Data Base on an IBM 370/155, NLM serves more than
200 libraries, hospitals and unlversity medical
centers. NLM has been using the network slnce
February 1972,

IV. Financial and Legal Concerns

A.

B.

Capltalization

Tymshare, Inc. is a for-profit corporation
capitallized by the sale of stock to private
I nvestors,

As llsted In the 1972 Annual Report, Tymshare’s
Investments In computer systems and
terminal/comunication equipment were $5.05 million
and $4.49 million, respectively,

Accountlng

Tymnet can and is being used in several ways. The
principal use Is for providing customers with time
sharing services, both computing services and
application packages. The network allows a
customer to use a speclfic resource, such as a
partlicular data flle, that may be located at a
Tymshare computing center on the other side of the
country. In addition, the network allows Tymshare
to make ‘rolling use" of Its resources by diverting
peak loads occurring at particular hours of the day
to computers located In other time zones,

Another use of the network is where the customer

has both a computer and terminals connected to the
network, and the Tymshare computers do some of the
procgsslng. Data files may be exchanged between a
user 's computer and Tymshare computers as required,

Still another way to use the network Is by a Joint
use arrangement, which is allowed under Federal
Communications Commission (FCC) Tariff 260. In
this type of usage, the customer contracts for a
specl fied percentage of the Tymnet capacity -- say
1% averaged over a one month period -~ for
communicating between the customer’s terminals and
the customer ‘s computer. In this instance, the
Tymshare host computers are jnvolved to set up the
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call routing and to guarantee thelr stability, but
not to process data. An agreement s slgned with
the Telephone Company whereby It bllls the company
for the specified percentage of the communicatlons
charges. [In additlon, lymshare bllls the customer
for Its "value added" services.,

© TYMNET’s standard price list Is as follows:?

Description Monthly Charges
Each log-on to host computer $ .50
Accumul ative time conhected to host
for all terminals?

0 to 500 hours - 3.,00/hour

next 1500 hours ~ 2.50/hour

next 3000 hours ' 2,00/hour

next 5000 hours 1.50/hour

each hour over 10,000 - 1,00/hour
Transmission of characters between «125/1000
user and host computer characters
TYCOM-III rental (30 ports) 2)50.00/month
AT&T Joint Use Charge " 7.50/)leased
(billed by AT&T) 1ines used/month
One time installation charge 1000.00

C. Regulation

Aside from tariifs (discussed above) and the normal
laws affecting all private buslinesses, TYMNET Is
not regulated,

0. Security

When a user accesses the system, a Tymsat accepts
his terminal identification and prompts with the
message PLEASE LOG IN. He is Tmmediately connected
to the network supervisor which checks the Master
User Directory and validates the user name and
password. The supervisor then determines which
computer is assoclated with that user and connects
him to the appropriate system. At that time, the
supervisor transfers control to that system and
data {s transmitted directly, rather than through a
central point as in a star-type network. Whenever
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V.

he logs out, he s returned to the network
supervisor which again asks for the log in
sequence.

Users may be valldated on multiple systems, in

'which case they must identify the system to which

they’ wish to be connected at login-time, A single
user ‘s password |Is the same on all systems,

The supervisor, in malntaining records, provides a
complete chronolligical log of all events in the
network. The supervisor also permits manual
Interventlion and survey, Including the ability to
determine hov many users are connected to a host,
and to determine where host users have origlinated a
call and which nodes they pass through en route,

Concluslions

A.

Summary of Problems

TYMNET continues to have a number of technical
problems which affect the level of service which
can be offered. No facilities for remote Job entry
are presently provided, although this service Is
under investigation, and synchronous termjnals
cannot be supported. The capabllities of the
Varian 620°s place a limit on the abllity of the
network to handle much faster communlications llnes
than are presently In use. The present strategy of -
disassembly and reassembly of all messages at every
node also limits the capaclity for handling
Increased traffic. Terminal interfaces to the
TYMSATs are also bit-oriented, thus limlting the
number of terminals which a single TYMSAT Can

. accommodate. Tymshare recognizes thls ¥blt

banging® to be Inefficlient, and is investlgating
the use of more sophisticated terminal interfaces
and message forvarding strategies.

Lessons Learned

Tymshare has demonstrated that value-added networks
can offer an economically viable product.

Of equal [mportance, Tymshare’s experlence

demonstrates that a dlstributed netwvork can be
adequately managed.
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